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RESEARCH ARTICLE
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ABSTRACT  
This article presents the Dataset of Integrated Measures of Religion (DIM-R), 
explains how it was constructed, and outlines its potential for helping to 
address long-standing research questions in the social scientific study of 
religion. DIM-R integrates four variables often used to measure religious 
commitment: self-declared religiosity, religious attendance, prayer, and 
affiliation/denominational affiliation. These variables are harmonized in 
four repeated cross-sectional international surveys: European Social 
Survey, International Social Survey Programme, European Values Study 
and World Values Survey. Harmonization enables cross-country and over- 
time comparisons in religiosity leveraging multiple data sources. Unlike 
the variables in the original datasets, which have different scaling and 
response options, DIM-R transforms them to a consistent categorization 
and scaling. The DIM-R dataset can assist social scientists of religion by 
reducing the data cleaning burden associated with integrating multiple 
datasets, and by increasing the statistical weight of observations across 
countries, time, and cohorts. To validate the DIM-R dataset, we present the 
exact harmonization process and examine the reliability and consistency 
of our analytic subset of the combined data using linear mixed models.
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Introduction

We present here a new dataset designed to help researchers address outstanding questions in the 
social scientific study of religion (Voas, 2009; Voas & Chaves, 2016; Stolz, 2020), such as: How 
can we best classify individuals by level of religiosity? Are we seeing religious polarization in the 
West or an across-the-board decline in religious involvement? What are the roles of age, period, 
and cohort in religious change – or to put it another way, is secularization brought about primarily 
by generational replacement? Is the pace of secularization constant across countries, or does it vary? 
How do changes in the various dimensions of religious involvement, including affiliation, service 
attendance, prayer, and self-described religiosity relate to each other? When such dimensions of 
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religiosity decline, in what order do they decline? And can we estimate when the drift away from 
religion started in different countries by working backwards from our time series, potentially help
ing us to understand the onset of secularization?

Although we hope that other scholars will find it useful for addressing a wide variety of research 
questions, our initial motivation was to create a dataset covering many countries and years that 
could be used in validating statistical models and computational simulations of secularization pro
cesses in contemporary societies (specifically as part of the EEA-Norway grant “Religion, Ideology 
& Prosociality: Simulating Secularizing Societies”). We wish to investigate the trajectory of cohort 
decline in religiosity over time in various countries. The more respondents and the longer the 
period covered, the more cohorts we can include, leading to a deeper understanding of the 
dynamics of change and more accurate predictions. We were inspired by the growing number of 
harmonized datasets in the social sciences (Wysmułek et al., 2021) and sociology of religion 
(GESIS, 2023; Luzern, 2023; Aizpurua et al., 2022), which indicates an increasing demand for access 
to information that will help in answering a broad set of research questions using data across many 
years and societies. It is noteworthy that individual teams of researchers have already done signifi
cant work towards harmonizing data relating to religiosity, such as the “The Church Attendance 
and Religious change Pooled European dataset” (CARPE) that harmonizes church attendance 
(Biolcati et al., 2020), and the “Swiss Metadatabase of Religious Affiliation in Europe” (SMRE) 
that provides detailed statistics and consolidated estimates of religious affiliation for European 
countries and regions (Luzern, 2023). The “Old and New Boundaries: National Identities and Reli
gion” (ONBound) online tool also provides syntax for harmonizing a number of variables across 
datasets including religious identity, practices, belief, and religiosity/centrality of religion in life 
(May et al., 2021) (at the time of writing, ONBound has been undergoing site maintenance). We 
draw from and extend these efforts with special attention to selected measures of religiosity across 
multiple datasets.

The question of how modernization affects religious self-identification, belief, and practice has 
been a fundamental issue in the social scientific study of religion for more than a hundred years, 
and remains controversial today. Proponents of the secularization thesis assert that aspects of modern 
western life tend to bring about a decline in the power, prestige, and popularity of religion (May et al.,  
2021); opponents point to the persistence of supernatural worldviews and the resurgence of religion in 
some parts of the world (Bruce, 2013; Luckmann, 1968; Greeley, 1972; Stark & Iannaccone, 1994). 
Scholars interested in religion try to explain the relative prevalence of religion or religious commit
ment in different times and places. Many of the main theories of religion aim to account for the suc
cess or failure of the religious enterprise in relation to other factors. Researchers study continuity and 
change; religious growth and decline; the connection between believing and denominational affilia
tion; the influence of age, gender, and socio-economic characteristics; inter-generational trans
mission; cross-national comparisons; and much else besides (Heelas et al., 2005).

Measurement of religion in a narrow sense might be simply a matter of recording affiliation (as 
Christian or Buddhist, for example). Affiliation may be purely nominal, however. For some pur
poses one’s degree of religious commitment, or “religiosity”, may matter more than affiliation. Reli
giosity is bound up with attitudes, behavior, and values, while religion per se is arguably more like 
ethnicity, something that for most people is transmitted to them rather than being chosen by them. 
There is no single marker of having a religion or of being religious. Several factors may be relevant: 
belief, practice, membership, affiliation, ritual initiation, doctrinal knowledge, cultural affinity, 
moral sense, core values, external perception, or something else. As Voas (Pollack & Rosta,  
2017) points out, “having a religion” is an ambiguous notion, and “being religious” is even more 
difficult to define or observe. Social surveys commonly have questions on religious affiliation and 
practice, and our dataset includes variables on religious identity, attendance at worship services, 
and private prayer. It is more difficult to obtain comparable measures of religious beliefs, however, 
self-reported religiosity is arguably a rough proxy for commitment to such systems of belief (Voas,  
2009).
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In constructing the new Dataset of Integrated Measures of Religion (DIM-R), we intended to 
evaluate the work of Voas (Voas, 2009) on “fuzzy fidelity” and a common model of religious change 
that he applied to all countries in Europe, which was based on data from the first wave of the Euro
pean Social Survey (ESS) in 2002. Voas argued that we see generational decline in religiosity, as 
measured by service attendance, prayer, personal importance of religion, and self-declared religios
ity. Our initial goal was to test this interpretation using a larger number of countries and cohorts 
going further back in time, to observe whether trajectories of decline in other times and countries 
resemble those from wave 1 ESS. In this article, however, our focus is only on building the dataset 
needed for subsequent analysis, and therefore on the methodology of integrating religiousness indi
cators to create DIM-R.

Harmonized data from many datasets has the virtue of extending the national range and period 
over which the harmonized variables can be analysed. For example, the integrated ESS dataset from 
waves 1–9 can be used to simulate the impact of age, period, and cohort effects on the decay of reli
giosity (Voas, 2007). Cross-country comparisons using only a single wave of collection across mul
tiple data can also reveal cohort-based trends, as in Voas’ paper (Voas, 2009) identifying a 
theoretical curve of cohort decline in religiosity using only wave 1 of ESS data (Voas, 2009). By 
leveraging the expanded temporal and country coverage of DIM-R, future research can incorporate 
countries absent in stand-alone datasets.

Materials and methods

Our work on DIM-R was inspired by the approach utilized in constructing the Church Attendance 
and Religious change Pooled European dataset (CARPE) survey (Biolcati et al., 2020). CARPE is an 
excellent tool for studying changes in attendance at religious services, but it does not include other 
indicators of religiosity, which are necessary to analyse religious change more comprehensively. 
Our work replicates the CARPE team’s approach to attendance but adds prayer and self-declared 
religiosity. We include 9 waves of the European Social Survey (ESS), 4 waves of the International 
Social Survey Programme (ISSP), 5 waves of the European Values Study (EVS) and 7 waves of 
the World Values Survey (WVS). In effect, we extend the work beyond European countries and 
attendance.

Unlike CARPE, however, we exclude the Eurobarometer, which has no useful data on prayer and 
very limited data on self-declared religiosity (Biolcati et al., 2020). We only used social surveys and 
survey waves that contain measures of religiosity beyond affiliation and attendance. However, the 
structure of the database provides an opportunity to add new survey waves as they appear, and it 
can also be extended to include other explanatory variables in the future. The full DIM-R integrated 
database covers 118 countries, with 1,240,000 individual observations taken over the period 1981– 
2020. It is important to note, however, that some countries in the full DIM-R database are only pre
sent in a single wave or in multiple waves from a single data source (e.g., WVS). Analyses testing the 
reliability of harmonization across sources must be limited to those countries present in multiple 
survey projects and in similar cultural contexts. We therefore limit the two analytic samples of 
DIM-R to only include cases that meet these criteria, which is possible for 28 countries in our 
first analysis and 37 countries in the second.

Harmonization process

Harmonization combines data from different sources to allow direct comparisons, thereby improv
ing the comparability of surveys across time and place (Puga-Gonzalez et al., 2022; Granda et al.,  
2010). Harmonization can also overcome limitations such as the lack of access to consistent data 
in some countries, thus broadening the possibilities of analysis and filling gaps in representing 
specific variables, social groups, countries, and periods (Granda & Blasczyk, 2010; Burkhauser & 
Lillard, 2005).
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Two types of harmonization are recognized. Ex-ante harmonization implies planning for mer
ging and comparison of data during the design phase of a study (Wysmułek, 2019). Ex-post harmo
nization integrates pre-existing databases (Burkhauser & Lillard, 2005; Fortier et al., 2011), as in 
DIM-R. The wealth of publicly available international surveys, the scholarly aspiration to test sub
stantive theories in a global context, and technological developments have contributed to advances 
in the methodology of ex-post harmonization of cross-national survey data (Wysmułek, 2019; For
tier et al., 2011; Tomescu-Dubrow & Slomczynski, 2016). In our case, ex-post harmonization inte
grates the religiosity indicators from the four survey projects, by bringing these indicators to 
identical scales and by combining the individual datasets from each project. In this way, it increases 
the total number of respondents by combining representative samples, increasing sensitivity to the 
presence of trends for countries that have participated in several surveys. It also offers the possibility 
of comparing countries that participated in only one project, or even in one wave, for example 
through cohort analyses to observe the process of secularization (Voas, 2009).

Based on the achievements of other researchers (Puga-Gonzalez et al., 2022; Slomczynski & 
Tomescu-Dubrow, 2018), our ex-post harmonization process consisted of the following steps: 
Step 1: Concept selection. This stage refers to conceptualizing a given phenomenon, in our case 
dimensions of religiosity, expressed through selected variables whose definition is the same in 
each survey. Step 2: Operationalization of the concept. In this stage, we determined which indi
cators in the harmonized set would be used to assess the presence and intensity of each dimension 
of religiosity being measured. Step 3: Analysis of database content and data collection. Here we 
classified the variables by creating a book of codes, response options, and question content for each 
of the indicators analysed from all available databases in each survey. This was not a problem for the 
ESS, where the integrated dataset as well as the individual waves have the same variable names, 
unchanged since the beginning of the project. In the case of the ISSP and values surveys (EVS/ 
WVS), however, not only were the variables named differently in each wave, but the coding, 
response options, etc. also changed. Step 4: Precoding. Here, we developed standardized pro
cedures for transforming variables from individual waves and surveys to a homogeneous form. 
Step 5: Analysis of harmonization reliability. Using three diagnostic models, we validated the har
monization and evaluated the reliability of the results obtained.

It is important to remember that data harmonization does not mean that differences between 
data sources are effectively erased. DIM-R preserves the original data while adding harmonized 
variables, which supports the analysis of the effects of methodological decisions about harmoniza
tion. Harmonization has important technical benefits to researchers, such as eliminating various 
inconveniences related to the multiplicity of databases, different naming of variables in different 
surveys and waves, different formats of variables, different coding, use of non-uniform ascending 
or descending scales, etc. (Oleksiyenko et al., 2018). By removing such barriers, harmonization 
allows researchers to analyse cross-sectional data more efficiently. The challenge is to integrate 
non-identical measures while maintaining a high degree of validity and reliability.

Survey selection

We identified four repeated cross-sectional surveys that include questions measuring religiosity on 
our dimensions of interest: attendance, prayer, self-declared religiosity, and denominational 
affiliation: 

. European Social Survey (ESS), (https://www.europ eanso cials urvey.org/), 9 waves, from 2002, 
every two years, to 2018

. European Values Survey (EVS), (https://www.europ eanva luess tudy.eu/), 5 waves: from 1981 to 
2017

. World Values Survey (WVS) (https://www.world value ssurv ey.org/), 7 waves, from 1981 to 
2021.
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. International Social Survey Programme (ISSP) (https://www.issp.org/), 4 waves of the Religion 
module, from 1990 to 2018

To harmonize the religious variables, we used: (1) the integrated ESS dataset from waves 1–9 
available on the project website (https://ess-search.nsd.no/CDW/RoundCountry); (2) individual 
datasets from EVS (5 datasets) and WVS (7 datasets); (3) 4 individual ISSP datasets with dedicated 
modules on religion. Although integrated versions of the EVS/WVS surveys and the syntax for mer
ging them into a single dataset was available, frequent revisions to the integrated EVS/WVS datasets 
impact the re-coding of the religion measures, particularly denominational affiliation. This leads to 
version-specific recoding of the integrated datasets, and reduced control over how a revision re- 
coded data from the individual surveys. Therefore, we recreated the merging procedure on our 
own, which deepened our understanding of the individual surveys and permits a more stable repli
cation of our approach using the original datasets.

The WVS and EVS have the largest time span, both implemented in 1981 as joint projects, with 
subsequent collections gathered as distinct projects approximately every 5 years for WVS and every 9 
years for EVS, together covering over 40 years. The ISSP devoted to religion was first executed in 1990 
and has continued every 8–10 years since. The youngest survey, ESS, started in 2002 and continues 
with the greatest frequency – every two years. Almost all nations in the harmonized dataset have a 
dominant Christian heritage. We prepared the following versions of DIM-R: 

(1) A full version at the individual level containing 1,240,000 cases of respondents from all waves 
and countries in each contributing survey. This full version of DIM-R contains 118 countries or 
territories (119 if East and West Germany are counted separately). The distribution of survey 
years by country is reported in Table 2. Mean sample size is the average number of respondents 
participating in each wave.

(2) Two analytical sub-sets of DIM-R aggregated to the survey, wave, country, cohort level, which are 
described in more detail in the analytical approach section. One sub-set consists of 161,410 obser
vations from 28 countries of Christian-dominant heritage present in common years of all surveys, 
and the second sub-set consists of 217,363 observations from 37 countries of Christian-dominant 
heritage present in common years of the surveys excluding ESS (EVS/WVS, and ISSP).

The ESS and WVS contribute almost equally to the full DIM-R dataset, with 34.0% and 34.4% of the 
cases, respectively. EVS constitutes 17.9% and ISSP 13.7% of the harmonized dataset (see Table 3).

The first analytic sample is limited to countries and time periods common across all four datasets 
[waves covering 2008–2010 and 2017–2019]. The second analytic sample further excludes the ESS data 
to broaden comparisons to additional countries and time periods common across ISSP and EVS/WVS 
[waves covering 1990–1993, 1998–2000, 2007–2010 and 2017–2020]. As shown in Table 4, Analytic 
Sample 1 includes 37% of respondents present in ESS/ISSP/EVS/WVS in the common time periods, 
while Analytic Sample 2 includes 41% of respondents present in ISSSP/EVS/WVS.

We harmonized four religion measures (denominational affiliation, attendance, prayer, and self- 
described religiosity), and also preserved the original measures from which they were derived. 
Besides these, DIM-R includes basic demographic and survey information variables: age, survey 

Table 1. Surveys and dates of individual waves (fieldwork dates).
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Table 2. Detailed information for countries by: survey, number of waves in the survey and years, total and average sample size in 
the survey, total number of waves in the survey, total and average sample for all surveys.
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wave and project identifiers, country identifiers, and the combined weight variable across datasets. 
Individual respondent identifiers match those of the original datasets if present, and we calculated 
unique identifiers for those without (syntax to replicate our calculations and enable merging with 
the original datasets is available). These enable the future harmonization of additional variables 
when using DIM-R. The DIM-R dataset will also have a variables called “A_SAMP01” and 
“A_SAMP02”, which assigns a value of “0” to cases excluded from this paper’s analyses, a value 
of “1” for the cases that are included in the first (A_SAMP01) and second (A_SAMP02) analysis. 
These variables will clearly differentiate between the full DIM-R dataset and the analytic samples 
formally tested for harmonization reliability.

Attendance (ATT)

In the case of the variable “attendance”, we used the method implemented by Hout and Greeley 
(Durand et al., 2021) and used also by Biolcati et al. (Biolcati et al., 2020) to determine the implied 
probability of weekly church attendance. The new variable transforms each survey’s descriptive and 
ordinal scales of religious service attendance frequency into a quantitative scale. Each answer cat
egory is translated into the number of weeks in the year that the respondent attends services, 
divided by 52. Thus, someone who attends monthly will be given a value of 12/52 = 0.23. The maxi
mum value comes with attendance at least once a week, which equates to 52/52 ≈ 0.99, according to 
the rationale described by Biolcati et al. (2020).

Since weekly service attendance was the highest possible value in some surveys (WVS, EVS), it 
was necessary to recode any higher frequencies, e.g., “every day” (ESS) to the level of “once a week”. 

Table 3. Structure of the DIM-R dataset by total number of respondents by survey and wave.

No. Survey & wave Number of respondents % of DIM-R dataset by wave & survey

1 ESS 2002 42,359 3.4
2 ESS 2004 47,537 3.8
3 ESS 2006 43,000 3.5
4 ESS 2008 52,626 4.2
5 ESS 2010 52,458 4.2
6 ESS 2012 52,177 4.2
7 ESS 2014 40,185 3.2
8 ESS 2016 44,387 3.6
9 ESS 2018 47,086 3.8

Subtotal ESS 421,815 34.0

10 ISSP 1 24,970 2.0
11 ISSP 2 39,034 3.1
12 ISSP 3 59,982 4.8
13 ISSP 4 46,267 3.7

Subtotal ISSP 170,253 13.7

14 EVS 1 19,378 1.6
15 EVS 2 38,213 3.1
16 EVS 3 41,125 3.3
17 EVS 4 66,281 5.3
18 EVS 5 56,491 4.6

Subtotal EVS 221,488 17.9

19 WVS 1 13,586 1.1
20 WVS 2 24,558 2.0
21 WVS 3 77,818 6.3
22 WVS 4 60,045 4.8
23 WVS 5 83,975 6.8
24 WVS 6 89,565 7.2
25 WVS 7 76,897 6.2

Subtotal WVS 426,444 34.4

TOTAL 1,240,000 100.0
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The limited number of response options in the EVS and WVS makes it impossible to scale answers 
to the level of days in the year. Weekly frequency is sufficient to reliably track changes over the years 
among Christians, as collective worship typically occurs at a weekly interval, and this decision is 
consistent with the CARPE dataset (Biolcati et al., 2020). This does not prevent parallel analysis 
and comparison of values for other religions, but researchers must carefully recognize variation 
in attendance norms across cultures, even within Christianity. The values of the transformed 
variables are between 0 and 0.99; the full matrix is shown in Table 5. The newly created variable 
is called “implied probability of weekly service attendance” (IMP_ATT), and it is present in 
every single survey wave in DIM-R.

Prayer (PR)

We implemented a similar procedure for the variable “prayer” as for weekly service attendance. The 
“implied probability of weekly prayer” (IMP_WPR) readily permits comparisons with weekly ser
vice attendance. Table 6 refers to weekly coding. As in the case of attendance, the center of the 
ranges were determined for the answers like “2–3 times a month”. Assuming the year has 52 
weeks, those who said they prayed once a day or more received a probability of 0.99. For “at 
least once a month” we assume a base value of 12 per year, which gives 12/52 = 0.23. In the case 
of “nearly every week” we assumed, from the context of the ISSP scale, that it would be 46/ 52 =  
0.88. Following Biolcati et al. (2020), we treat the values assigned to “at least once a month” and 
“about once a month” as the same.

Unfortunately, not all waves of each survey have the “prayer” variable, at least in a form allowing 
conversion to implied probabilities of weekly or daily praying. In EVS/WVS, the prayer question 
was binary in the 1981 wave and then in the 1990s the response options were qualitative and unsui
table for transformation on a continuous scale. A question about prayer did not appear at all in the 
1995 and 2005 WVS. The more recent waves of the values surveys had suitable items. Therefore, the 
new variable IMP_WPR is present in 6 out of 12 WVS/EVS survey waves, covering 60%/25% of 
respondents of WVS/EVS and 31%/48% in DIM-R from 1999 to 2017.

Self-declared religiosity (IMP_SDR)

The creation of a harmonized variable for self-declared religiosity (IMP_SDR) was the most chal
lenging part of the integration effort. There are major differences between the various surveys in the 
questions and response scales. It was necessary to unify the ISSP and ESS scales first, and then for 
the EVS and WVS to create the IMP_SDR variable based on proxy indicators. The starting point 
was to establish the range of the final scale. Because the variables IMP_ATT and IMP_WPR 
were converted from ordinal to continuous, we decided that the new variable IMP_SDR should 
also range from 0 to 1.

First, we inverted the symmetric SDR_ISSP scale so that 7 is extremely religious and 1 extremely 
non-religious, making it directionally comparable with SDR_ESS (11-point scale: 0 – not at all reli
gious; 10 – very religious). The data from ISSP and ESS were then normalized to fit a target range of 

Table 4. Analytical sample sizes used for DIM-R harmonization by surveys.

No. Survey

Analytic Sample 1 Analytic Sample 2*

Respondents in 
common time periods 

(subtotal)

Number of 
included 

respondents
% of 

subtotal

Respondents in 
common time periods 

(subtotal)

Number of 
included 

respondents
% of 

subtotal

1 ESS 137,468 71,904 52%
2 ISSP 104,294 36,516 35% 170,251 89,135 52%
3 EVS/WVS 189,168 52,990 28% 364,149 128,228 35%

TOTAL 430,930 161,410 37% 534,400 217,363 41%

*ESS is excluded from analytic sample 2.
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0–1. The smallest value in the original set was mapped to 0, and the largest value in the original set 
was mapped to 1. Intermediate values fall between these two bounds.

To deal with the EVS and WVS, we used multiple variables to estimate a value for subjective 
religiosity. These surveys do include a question on religiosity (SDR3), but the respondent can 
only choose between three options: 1 – religious person, 2 – not a religious person, 3 – a convinced 
atheist. To obtain more detail it was necessary to look further, specifically at variables on the impor
tance of God in life (IOG, measured on a 10-point scale) and the importance of religion (IOR, 
measured on a 4-point scale).

We know from the first wave of the ESS in 2002 that self-declared religiosity is highly correlated with 
importance of religion (R = 0.764, p = 000). We also know from the EVS and WVS that importance of 
religion is highly correlated with importance of God (R = 0.685, p = 000, on average across multiple 
waves). We therefore used both the IOG and IOR variables as proxies for self-described religiosity. 
Once again, we used min–max normalization to scale both variables between 0 and 1. The resulting 
values were averaged to provide a preliminary estimate of self-described religiosity.

As a final check, we compared this estimate with the respondents’ self-declared religiosity 
(SDR3) as religious, not religious or an atheist. For those who reported themselves to be atheists 
or not religious but who had a preliminary SDR value above the mean (0.66), that value was reduced 
by one or two standard deviations (0.33 or 0.66). One standard deviation was subtracted for 4.8% of 
aggregate EVS/WVS respondents, two standard deviations were subtracted for 0.3% of respondents 
from this dataset. One standard deviation was added for 11.7% of EVS/WVS respondents.

The procedure we used corresponds to the methodological guidance proposed by Wolf et al. (Hout & 
Greeley, 1987), which states that modeling latent variables requires at least three questionnaire items for 
each concept in each study. For 10 of the 12 WVS/EVS surveys, it was possible to use three variables 
(SDR3, IOG, IOR) to create IMP_SDR. The new variable IMP_SDR is present in 23 out of 25 survey 
waves, covering approximately 97.34% of respondents in DIM-R from 1990 to 2017.

Denominational affiliation

The last harmonized variable was denominational affiliation. Affiliation is characterized by the 
greatest variability between projects due to differences in question wording and other design 
choices, a fact already noted by other researchers (Wolf et al., 2016). For this reason, we do not 
expect belonging measures to be comparable between surveys and do not formally validate our har
monization of them. Nevertheless, religious affiliation is an important variable for making compari
sons between or within religious groups. In our analysis, we use denominational affiliation to select 
countries with a Christian-dominant heritage and their Christian respondents.

Given the variability in available religion responses between surveys, waves, and countries, we 
aggregated affiliation into 5 broad groups: 0. No religion; 1. Christianity; 2. Judaism; 3. Islam; 
4. Eastern Religions; 5. Other. Harmonizing the affiliation variables in each survey revealed incon
sistencies in the original datasets. First, the integrated ESS database did not include affiliation for 
some countries, and so we imported it from each of the country-specific ESS data for that wave: 
Great Britain in waves 2–3; France in wave 2; Hungary in wave 2; Bulgaria in wave 3. Second, 
waves 4 and 6 in WVS had errors in their coding of the derived broad affiliation variable, so we 
harmonized affiliation using the variable on specific denominations instead. The full code list 
and categorization of religion responses is included in the supporting information due to its length.

Table 7 shows the distribution of percentages and counts for each affiliation in each wave of the 
survey. ESS is distinctive with a higher percentage of respondents selecting “no religion” (38.3% on 
average), compared to the lowest in WVS (18.6% on average). This in turn translates into a lower 
percentage of Christian respondents in the ESS compared to the other surveys. We can see signifi
cant differences in the composition of denominational affiliation to Islam, where in the ESS such 
respondents make up an average of 3.4% of respondents, while in the EVS they already account 
for 6.1%, and in the WVS nearly 1/4 of the total. Eastern religions are most represented in the 
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ISSP and WVS (averaging 5.8% and 7.3%, respectively). Since the original affiliation variables are 
preserved in DIM-R, future research can create alternative or more specific affiliation categoriz
ations that are most appropriate to their project goals.

Analytic approach: establishing validity of the harmonization

One important way to validate the harmonization procedures used to create DIM-R is to evaluate the 
descriptive statistics for the aggregated variables: implied self-declared religiosity (IMP_SDR), implied 
probability of weekly prayer (IMP_WPR), and implied weekly probability of service attendance 
(IMP_ATT), across countries and surveys. To do this, we require an analytical procedure that allows 
for the possibility that there is group-level dependence within the data. For example, data within clusters 
determined by surveys may have internal patterns that do not match patterns in the DIM-R dataset as a 
whole, perhaps due to the different ways questions were framed or different answer options presented in 
the various surveys integrated into DIM-R. If the aggregated variables depend significantly on the survey 
used to produce the data, then we would be forced to conclude that the harmonization procedure has 
not been wholly effective. By contrast, discovering that the source survey explains little variance in the 
aggregated variables implies lack of group-level dependence at the survey level and suggests that the 
aggregation procedure is reasonably successful. Of course, just as we do not want the aggregated vari
ables to depend heavily on the survey from which the data is sourced, we do want those variables to 
depend heavily on survey wave, country, birth cohort, and whatever other independent variables we 
have reason to think ought to account for variance in those aggregated dependent variables.

Linear mixed models containing fixed effects and random effects are well suited to this type of 
evaluation. The DIM-R database has categorical variables for surveys, countries, etc. that could be 
used as random effects in models, allowing us to detect whether the dependent variables (that is, the 
three aggregated variables IMP_SDR, IMP_WPR, and IMP_ATT) differ significantly within clusters 
determined by those categorical variables. DIM-R also has variables that we expect should explain 
variance in the three dependent variables, such as cohort10, which groups survey participants into 
ten-year birth cohorts. These can be treated as fixed effects in models, on the reasonable assumption 
that cohort-to-cohort change should impact, say, service attendance to about the same degree 
regardless of which cohorts we consider.

With the analytical method identified and the rationale for that method explained, we specify 
three empirical expectations (EE) for testing. 

. EE1: The three dependent variables (that is, the aggregated variables IMP_SDR, IMP_WPR, and 
IMP_ATT) do not differ significantly by survey group but do differ significantly by country 
group, as assessed by a linear mixed model treating as random effects the key categorical vari
ables of country and survey.

. EE2: The first model (from EE1) will be improved by adding a fixed effect of survey participants 
grouped into ten-year birth cohorts (using the variable cohort10), since we do expect the aggre
gated variables to depend on birth cohort in a consistent way.

. EE3: The second model (from EE2) will be improved by adding WaveYear as a random effect, 
retaining country and survey as random effects, and retaining cohort10 as a fixed effect.

Evaluating these three empirical expectations goes beyond merely validating the harmonization 
procedure, by putting forward a substantive interpretation of the harmonized data. Nevertheless, 
our primary interest lies in validation, and specifically in seeking a best-fit model that can tell us 
which variables impact the dependent variables. If upheld, EE1 and EE2 will show that countries 
and cohorts, rather than surveys, impact the dependent variables – the mark of a sound harmoniza
tion method. EE3 will additionally test whether adding WaveYear as a random effect will improve 
the models. We see this as a safety measure, in the sense that large interaction effects may compli
cate the use of the harmonized dataset.
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Testing these empirical expectations calls for a series of diagnostic models, checking relative 
model fit using the Akaike Information Criterion (AIC). Although AIC can’t tell us the overall qual
ity of any model, it can indicate the goodness of fit of the three models relative to one another. The 
analysis is summarized below and documented in detail in the appendix, which includes a full set of 
diagnostic charts.

Each model describes the linear relationship between a dependent variable y (one of implied 
self-described religiosity (IMP_SDR), implied probability of weekly prayer (IMP_WPR), or 
implied probability of weekly service attendance (IMP_ATT)) and a set of independent variables, 
some of which are treated as fixed effects (β) and some of which are treated as random effects 
(u), depending on theoretical considerations. We therefore consider models of the following 
form:

y = Xb+ Zu+ 1, 

where:
y = nx1 vector of values corresponding to the dependent variable, where n is the number of 

observations;
X = nxp matrix of explanatory variables for p fixed effects and n observations;
β = px1 vector of p fixed effects (unknown);
Z = nxq matrix of explanatory variables for q random effects and n observations;
u = qx1 vector of q random variables corresponding to random effects, each distributed normally 

with mean = 0 and variance = σ2, where σ = standard deviation; and
ɛ = nx1 vector of random disturbances, each distributed normally with mean = 0 and variance = σ2. 

Once again, the dependent variables in the models are implied self-described religiosity 
(IMP_SDR), implied probability of weekly prayer (IMP_WPR), and implied probability of weekly 
service attendance (IMP_ATT). The independent variables used for data aggregation and sub
sequent models are as follows: 

. WaveYear and denominational affiliation (the major religious group with which participants 
affiliate), used in filtering data for the analyses below;

. Country, used as a random effect in models 1, 2, and 3;

. Survey, used as a random effect in models 1, 2 and 3;

. cohort10 (respondents grouped into ten-year birth cohorts), used as a fixed effect in models 2 
and 3; and

. WaveYear, used as a random effect in model 3.

Although the combined weight variable is available in DIM-R for future use, since our analyses 
are at the country-wave-cohort level, the use of weights in this case would not be justified. Inter
national surveys have a significant degree of heterogeneity in weighting methods across surveys, 
countries and time. Further research is needed in this area and further evaluation of possible dis
tortions caused by different sampling.

Analytic samples

From the full DIMR dataset containing 1,240,000 observations, the following sub-sets were selected 
for analysis and aggregated to the survey, year, country, and cohort level. In each case, we focused 
on Christian respondents in countries with a dominant Christian heritage. These countries were 
identified as those with Christianity as the modal value of affiliation. We considered selecting 
only those who were majority Christian, however, this arbitrarily excludes countries where Chris
tianity is the dominant heritage while irreligion or the growth of other religions may result in Chris
tians constituting fewer than 50% of the sample.
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Analysis 1: Refers to the three studies (ESS, ISSP, and EVS/WVS) and the common years in which 
they were conducted: from 2008 to 2010 and from 2017 to 2019 (see Tables 1 and 8). The total 
includes 161,410 observations and refers to 28 countries where Christianity is the dominant religion 
(based on modal value). We excluded from the analysis 90 countries that were not present in the three 
surveys in the time periods analyzed, as well as non-Christian respondents from countries selected for 
analysis, in order to minimize external factors in explaining variance in the aggregate variables.

Analysis 2: The second subset concerns the comparison of EVS/WVS and ISSP surveys for com
mon years: 1990–1993, 1998–2000, 2007–2010, and 2017–2020 (see Tables 1 and 9). It includes 
217,363 observations and covers 37 countries where, as before, Christianity as dominant is 
measured by modal value. Again, 81 countries absent in the selected projects and years, and 
non-Christian respondents in the countries were excluded. This allowed a comparison of data con
vergence in the harmonized DIM-R dataset for countries outside Europe that have Christianity as 
the dominant religion.

Both analyses deliver a robust test of EE1, in which we seek to evaluate dependence of the aggre
gated variables on the survey used to gather the data, and contribute to evaluating EE2 and EE3. 
Many other lines of analysis are possible, but these two analyses are sufficient to evaluate the effec
tiveness of the harmonization method deployed in DIM-R.

Random effects can be represented by two parameters: the intersection of the regression line with 
the y-axis and the slope of the regression line. In a fixed-effects model, there is only one intercept 
and one slope, while mixed-effects models can have different random intercepts or different ran
dom slopes (or both) for groups determined by whichever categorical variables are included as ran
dom effects within the model.

For the analyses, we used the R program (R Core Team) and the lme4 package (Hackett, 2014). 
The diagnostic charts in the appendix show whether the model assumptions (linearity, normality of 

Table 8. Countries and surveys (ESS, ISSP, EVS/WVS) and numbers of Christian respondents.

ESS ISSP EVS/WVS

AUSTRIA 1,719 899 2,316
BELGIUM 1,348 955 787
BULGARIA 2,819 787 1,830
CROATIA 2,364 1,128 2,433
CYPRUS 1,930 994 1,470
CZECH REPUBLIC 917 635 915
DENMARK 1,819 2,851 3,988
FINLAND 3,366 1,711 1,730
FRANCE 2,831 1,282 1,373
GERMANY 4,217 1,629 3,199
HUNGARY 3,436 1,043 2,163
ICELAND 401 818 1,966
IRELAND 4,848 1,885 865
ITALY 3,891 978 2,903
LATVIA 403 638 976
LITHUANIA 3,432 36 2,495
NETHERLANDS 1,094 1,022 1,544
NORWAY 2,272 1,717 1,506
POLAND 4,337 1,109 2,619
PORTUGAL 3,704 912 1,305
RUSSIAN FEDERATION 2,445 1,907 2,715
SLOVAK REPUBLIC 3,644 1,060 2,250
SLOVENIA 2,128 867 1,570
SPAIN 4,050 1,850 1,381
SWEDEN 1,510 2,025 1,490
SWITZERLAND 2,820 1,511 2,888
UKRAINE 1,286 1,767 915
GREAT BRITAIN 2,873 2,500 1,398

SUM 71,904 36,516 52,990
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residuals, heteroscedasticity, influential points, and outliers) were violated. These assumptions are 
the same as for linear regression models, except for the independence of observations, since linear 
mixed models permit data dependence within groups determined by categorical variables treated as 
random effects (Hackett, 2014).

Results

Analysis 1 – descriptive statistics for IMP_SDR, IMP_WPR, IMP_ATT

Figures 1–3 (Bates et al., 2015) were made on an aggregated dataset for the three dependent vari
ables. The average was aggregated by survey, WaveYear, country, and cohort10. Figure 1 shows 
three graphs depicting the dependent variable IMP_SDR (implied self-declared religiosity).

Figure 2 presents the descriptive information for IMP_WPR (implied probability of weekly prayer).
Figure 3 presents descriptive information for the implied probability of weekly service attend

ance (IMP_ATT). Figure 3C (bottom right) shows that the variable IMP_ATT is distributed 
with notable skew.

Descriptive statistics for the three dependent variables show small differences across the surveys, 
with means close to medians (Table 10). The variable IMP_ATT has the largest differences between 
means and medians, due to its skew (Figure 3C).

Table 9. Countries and surveys (ISSP, EVS/WVS) and numbers of Christian respondents.

Country ISSP EVS/WVS

AUSTRALIA 2,702 788
AUSTRIA 3,204 4,817
BELGIUM 955 3,802
BULGARIA 1,618 2,709
CANADA 438 4,351
CHILE 3,019 2,552
CROATIA 1,128 3,286
CYPRUS 1,991 1,470
CZECH REPUBLIC 1,289 3,264
DENMARK 3,812 5,809
FINLAND 1,711 3,132
FRANCE 1,857 2,860
GEORGIA 1,292 4,639
GERMANY 4,458 6,681
HUNGARY 2,705 3,782
ICELAND 818 3,514
IRELAND 3,742 2,741
ITALY 2,789 6,228
KOREA (SOUTH) 732 1,220
LATVIA 1,339 1,860
MEXICO 1,326 3,899
NETHERLANDS 2,435 2,416
NEW ZEALAND 2,275 1,388
NORWAY 4,424 3,251
PHILIPPINES 3,560 1,102
POLAND 3,182 4,580
PORTUGAL 2,006 4,015
RUSSIAN FEDERATION 2,880 4,467
SLOVAK REPUBLIC 2,130 5,387
SLOVENIA 3,347 2,982
SPAIN 3,913 7,801
SWEDEN 2,854 3,756
SWITZERLAND 2,557 3,804
UKRAINE 1,767 2,436
GREAT BRITAIN 3,637 2,982
USA 3,832 3,001
NORTHERN IRELAND 1,411 1,456

TOTAL 89,135 128,228
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Analysis 1 – diagnostic model for IMP_SDR, IMP_WPR, and IMP_ATT

To explain variability in the dependent variables, and thereby to evaluate empirical expectations EE1- 
EE3, we constructed the three models described above. Table 11 presents the analysis of model 1, 
which is an important test of EE1. The random effects section of Table 11 documents how much var
iance (τ00) exists between surveys and between countries. In all three cases, the variance attributable to 
the survey is very small, and dwarfed by the variance attributable to countries. This supports EE1 and 

Figure 2. Visualization of implied probability of weekly prayer (IMP_WPR). 2A (top) frequency shows how IMP_WPR decreases by 
cohort. 2B (bottom left) boxplots present the frequency distribution for the 3 surveys, with medians and means (red circles). 
2C (bottom right) histogram shows the distribution of the aggregated variable.

Figure 1. Visualization (Bates et al., 2015) of implied self-declared religiosity (IMP_SDR). 1A (top) frequency shows how IMP_SDR 
decreases by cohort. 1B (bottom left) boxplots present the frequency distribution for the 3 surveys, with medians and means (red 
hollow circles). 1C (bottom right) histogram shows the distribution of the aggregated variable.
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Figure 3. Visualization of implied probability of weekly service attendance (IMP_ATT). 3A (top) frequency shows how IMP_WPR 
decreases by cohort. 3B (bottom left) boxplots present the frequency distribution for the 3 surveys, with medians and means (red 
circles). 3C (bottom right) histogram shows the distribution of the aggregated variable.

Table 10. Descriptive statistics for IMP_SDR, IMP_WPR, IMP_ATT.

Survey Mean Max Min Median Std

IMP_SDR
ESS 0.607 0.909 0.330 0.601 0.0925
ISSP 0.579 1.000 0.167 0.576 0.104
EVS/WVS 0.600 0.948 0.200 0.614 0.142
IMP_WPR
ESS 0.524 0.990 0.000 0.512 0.202
ISSP 0.493 0.990 0.000 0.459 0.235
EVS/WVS 0.508 0.990 0.0625 0.508 0.207
IMP_ATT
ESS 0.270 0.990 0.00962 0.224 0.174
ISSP 0.318 0.990 0.00962 0.289 0.190
EVS/WVS 0.242 0.888 0.0110 0.202 0.170

Table 11. Summary of model 1 for the three aggregate variables (ML estimation method).

IMP_SDR Model 1 IMP_WPR Model 1 IMP_ATT Model 1

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 0.6004 *** 0.0147 0.5171 *** 0.0260 0.2820 *** 0.0350
Random Effects
σ2 0.0078 0.0273 0.0134
τ00 (countries) 0.0049 0.0183 0.0187
τ00 (surveys) 0.0001 0.0000 0.0016
N (countries) 28 28 28
N (surveys) 3 3 3

Observations 1305 1291 1307
Marginal R2 / Conditional R2 0.0000 / 0.3922 0.00000 / NA 0.00000 / 0.60261
AIC −2516.571 −875.515 −1789.567

* p < 0.05 ** p < 0.01 *** p < 0.001.
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suggests that the aggregation method used to create DIM-R is robust, regardless of which survey was 
used to generate the aggregate values for the three dependent variables.

For model 2, we fitted a linear mixed model (using the mean-likelihood estimation method and 
nloptwrap optimizer) to predict dependent variables by adding cohort10 (birth cohort) as a fixed 
effect to model 1. As with model 1, model 2 included country and survey as random effects.

Model 3 is the best relative fit in comparison to models 1 and 2 for dependent variables 
IMP_SDR and IMP_WPR, based on the lowest AIC value. Model 2 is the best relative fit in com
parison to models 1 and 3 for dependent variable IMP_ATT, based on the lowest AIC value. This 
confirms both EE2 – that adding cohort10 (birth cohort) as a fixed effect would improve model fit – 
and EE3 – that model 2 can be improved by adding WaveYear as a random effect, keeping country 
as a random effect, and keeping cohort10 as a fixed effect. Table 12 shows the analysis of models 3 
and 2 for all three dependent variables.

In the Appendix, we present a summary of all three models for each dependent variable. Moreover, 
Tables 11 and 12 were based on the mean-likelihood (ML) estimation method recommended for com
paring models among themselves. Marginal R2 represents the variance explained by fixed effects, while 
conditional R2 is interpreted as the variance explained by the whole model, including both fixed and 
random effects. In the Appendix, we also include an evaluation of models using the Restricted Maxi
mum Likelihood Estimation (REML) method. The Appendix’s diagnostic charts show that a skewed 
dependent variable (such as IMP_ATT) causes the largest deviations from the assumptions.

Analysis 2 – descriptive statistics for IMP_SDR, IMP_WPR, and IMP_ATT

Figures 4, 5, and 6 present descriptive information for the 3 dependent variables IMP_SDR, 
IMP_WPR, and IMP_ATT, respectively. The interpretation of the graphs is the same as for analysis 
1 (Bates et al., 2015).

Regardless of the survey, means and medians differ slightly for IMP_SDR and IMP_WPR, and a 
little more for IMP_ATT (due to skewness). The means differ between the surveys too, for 
IMP_SDR and especially for IMP_ATT. Additionally, for the IMP_SDR variable in the case of 
ISSP, we observe slightly less within-survey variance for the countries selected for analysis 
(Table 13).

Analysis 2 – diagnostic model for IMP_SDR, IMP_WPR, and IMP_ATT

In analysis 2, we built the same three models as in analysis 1 to assess the fit of the data over a longer 
time frame but excluding ESS. The Appendix presents a summary of models for each of the three 

Table 12. Summary of best-fit model 3 for variables IMP_SRD and IMP_WPR and model 2 for variable IMP_ATT (ML estimation 
method).

IMP_SDR Model 3 IMP_WPR Model 3 IMP_ATT Model 2

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 5.1852 *** 0.1636 9.9261 *** 0.2863 4.9569 *** 0.2362
cohort10 −0.0023 *** 0.0001 −0.0048 *** 0.0001 −0.0024 *** 0.0001
Random Effects
σ2 0.00472 0.01448 0.01020
τ00 (countries) 0.00512 cc 0.01886 cc 0.01851 cc

τ00 (WaveYear) 0.00025 WaveYear 0.00030 WaveYear

τ00 (surveys) 0.00010 pm3 0.00001 pm3 0.00160 pm3

N (countries) 28 cc 28 cc 28 cc

N (surveys) 3 pm3 3 pm3 3 pm3

N (WaveYear) 6 WaveYear 6 WaveYear

Observations 1305 1291 1307
Marginal R2 / Conditional R2 0.22826 / 0.64224 0.27448 / 0.68779 0.09401 / 0.69507
AIC −3124.295 −1649.895 −2119.621

* p < 0.05 ** p < 0.01 *** p < 0.001.
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dependent variables. Table 14 presents the analysis of model 1, which is an important test of EE1. In 
all three cases, the variance attributable to the survey is very small, and dwarfed by the variance 
attributable to countries. As in analysis 1, analysis 2 supports EE1 and suggests that the aggregation 
method used to create DIM-R is robust, regardless of which survey was used to generate the aggre
gate values for the three dependent variables.

Model 3 of analysis 2 produced the best relative fit in comparison to models 1 and 2 for each of 
the three dependent variables (IMP_SDR, IMP_WPR, IMP_ATT) based on the lowest AIC value. 

Figure 4. Visualization of implied self-declared religiosity (IMP_SDR). 4A (top) frequency shows how IMP_SDR decreases by 
cohort. 4B (bottom left) boxplots present the frequency distribution for the 2 surveys, with medians and means (red circles). 
4C (bottom right) histogram shows the distribution of the aggregated variable.

Figure 5. Visualization of implied probability of weekly prayer (IMP_WPR). 5A (top) frequency shows how IMP_WPR decreases by 
cohort. 5B (bottom left) boxplots present the frequency distribution for the 2 surveys, with medians and means (red circles). 
5C (bottom right) histogram shows the distribution of the aggregated variable.
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This further confirms both EE2 and EE3. Table 15 shows the analysis of model 3 for all three depen
dent variables. The Appendix presents a comparison of the three models, for each dependent 
variable. 

Figure 6. Visualization of implied probability of weekly service attendance (IMP_ATT). 6A (top) frequency shows how IMP_ATT 
decreases by cohort. 6B (bottom left) boxplots present the frequency distribution for the 2 surveys, with medians and means (red 
circles). 6C (bottom right) histogram shows the distribution of the aggregated variable.

Table 13. Descriptive statistics for dependent variables (IMP_SDR, IMP_WPR, IMP_ATT).

Survey Mean Max Min Median Std

VARIABLE IMP_SDR
ISSP 0.600 1.000 0.167 0.601 0.0940
EVS/WVS 0.627 1.000 0.200 0.629 0.152
VARIABLE IMP_WPR
ISSP 0.567 0.990 0.000 0.566 0.233
EVS/WVS 0.564 0.990 0.00962 0.570 0.212
VARIABLE IMP_ATT
ISSP 0.365 0.990 0.00962 0.331 0.210
EVS/WVS 0.304 0.949 0.00962 0.265 0.209

Table 14. Summary of model 1 for the three dependent variables (ML estimation method).

IMP_SDR Model 1 IMP_WPR Model 1 IMP_ATT Model 1

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 0.6228 *** 0.0196 0.5764 *** 0.0279 0.3433 *** 0.0358
Random Effects
σ2 0.00819 0.02227 0.01420
τ00 (countries) 0.00898 0.02812 0.03180
τ00 (surveys) 0.00027 0.00000 0.00083
N (countries) 37 37 37
N (surveys) 2 2 2

Observations 1668 1423 1681
Marginal R2 / Conditional R2 0.00000 / 0.53018 0.00000 / NA 0.00000 / 0.69683
AIC −3118.449 −1218.937 −2194.617

* p < 0.05 ** p < 0.01 *** p < 0.001.
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. For the dependent variable IMP_SDR, the random effect of survey explains 2% of the variance, while 
the random effect of WaveYear explains 6% of the variance and country explains 57% of the variance.

. For the dependent variable IMP_WPR, the random effect of survey explains less than 1% of the 
variance, while the random effect of WaveYear explains 1% of the variance and country explains 
66% of the variance.

. For the dependent variable IMP_ATT, the random effect of survey explains 3% of the variance, 
while the random effect of WaveYear explains 2% of the variance and country explains 70% of 
the variance.

All models have high explanatory power (72%, 73%, and 77%, respectively) and marginal R2 is 
0.16, 0.17, and 0.06, respectively.

Evaluation of empirical expectations

EE1: The three dependent variables (that is, the aggregated variables IMP_SDR, IMP_WPR, and 
IMP_ATT) do not differ significantly by survey group but do differ significantly by country 
group, as assessed by a linear mixed model treating as random effects the key categorical variables 
of country and survey.

This empirical expectation is strongly supported by the two analyses above. The linear mixed 
models with country and survey as random effects (that is, model 1 in both analyses for all three 
dependent variables) show that surveys explain very little variance in the dependent variables 
whereas country explains a large amount of variance.

EE2: The first model (from EE1) is improved by adding a fixed effect of survey participants grouped 
into ten-year birth cohorts (using the variable cohort10), since we do expect the aggregated vari
ables to depend on birth cohort in a consistent way.

This empirical expectation is strongly supported by both analyses. Adding cohort10 as a fixed 
effect markedly improved the models in all cases.

EE3: The second model (from EE2) can be improved by adding WaveYear as a random effect, 
retaining country and survey as random effects, and retaining cohort10 as a fixed effect.

Again, the empirical expectation is strongly supported by the analyses. The model improved the 
fit by adding WaveYear as a random effect (except for analysis 1, where dependent variable was 
IMP_ATT and model 2 was a slightly better fit than model 3).

Table 15. Summary of best-fit model 3 for the three dependent variables (ML estimation method).

IMP_SDR Model 3 IMP_WPR Model 3 IMP_ATT Model 3

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 5.4180 *** 0.1651 8.7506 *** 0.2825 5.0606 *** 0.2400
cohort10 −0.0025 *** 0.0001 −0.0042 *** 0.0001 −0.0024 *** 0.0001
Random Effects
σ2 0.00519 0.01374 0.01099
τ00 (countries) 0.00890 cc 0.02764 cc 0.03158 cc

τ00 (WaveYear) 0.00104 WaveYear 0.00048 WaveYear 0.00107 WaveYear

τ00 (surveys) 0.00033 pm3 0.00000 pm3 0.00138 pm3

N (countries) 37 cc 37 cc 37 cc

N (surveys) 2 pm3 2 pm3 2 pm3

N (WaveYear) 15 WaveYear 13 WaveYear 15 WaveYear

Observations 1668 1423 1681
Marginal R2 / Conditional R2 0.16341 / 0.71904 0.17613 / 0.72958 0.06095 / 0.77070
AIC −3807.189 −1855.049 −2567.180

* p < 0.05 ** p < 0.01 *** p < 0.001.
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Between-country, between-year, and between-survey effects on dependent variables

The graphs (Figures 7 and 8) allow us to assess how the random effects differ from each other and 
show their standard errors and present the effect of surveys and countries on the dependent vari
ables (Wickham, 2016). The values of the effects for the survey differ only slightly, while for the 
countries there are large differences in the random effect values.

Discussion

The diagnostic linear mixed models demonstrate the soundness of the method used to harmonize 
attendance, prayer, and self-described religiosity variables, using the integrated denominational 
affiliation variable to select countries and Christian respondents. We achieve similar results in 
descriptive statistics and the variance between surveys and waves is negligible for the three variables 
(IMP_ATT, IMP_PRAY, IMP_SDR), so we can use the integrated DIM-R dataset with confidence 
while recognizing its limitations. Despite methodological differences across surveys, and even 
between countries within a survey, DIM-R’s integrated religious variables are not differentiated 
at the survey and wave level.

While the focus of this paper is on validating a harmonized dataset covering many periods and 
places, these preliminary results already demonstrate the usefulness of DIM-R and suggest that the 
harmonized dataset can be helpful for understanding religious change. This usefulness derives in 
part from the way DIM-R is structured: it facilitates ready comparison of dimensions of religiosity 
across age and birth cohorts, countries, and religions. It is also easy to extend. For example, 
researchers often point to existential security as a cause of declining religiosity (Lüdecke, 2018; 
Gore et al., 2018). By combining DIM-R with national indicators of existential security over 
time, it is immediately possible to assess this hypothesis across a great range of societies, as well 
as drilling down into specific religious groups within those societies. Thus, DIM-R can be used 
to generate evidence that the underlying process of religious decline is common across countries, 
notwithstanding differences in their levels of religiosity at any given time. In future work, we 
plan to use DIM-R to calibrate and validate agent-based computational simulations of the emer
gence of the macro-level patterns of secularization from the behaviors and interactions of religious, 
fuzzy, and secular individuals at the micro-level. This will enable us to address major questions in 
the sociology of religion regarding the causal processes driving secularization and religious change 
more broadly. A large, varied dataset such as DIM-R is absolutely essential to this kind of work.

Limitations of this study

Although DIM-R opens up many analytical possibilities related to the study of religion, including 
secularization and religious change, DIM-R also has limitations.

First, DIM-R does not have a full global representation and we did not incorporate local barom
eters from different regions. DIM-R integrates four large-scale surveys that included sufficient 
measurement of attendance, prayer, self-described religiosity, and denominational affiliation. 
Unlike CARPE and SMRE for example, we excluded the Eurobarometer, which includes no data 
on prayer and only limited data on self-described religiosity. We hope DIM-R will provide a similar 
foundation for harmonization as CARPE did for us, so that additional repeated cross-sectional 
datasets can be included and improve global coverage in future harmonization efforts.

An important limitation is the uneven representation of individual countries in DIM-R and the 
impossibility of conducting reliability analyses on all countries present in DIM-R. Although the full 
dataset contains 118 countries, it should be noted that 22 were surveyed only once by EVS or WVS 
or ISSP, while 34 were surveyed at least twice, but only by WVS. In addition, because the ESS is only 
concerned with European countries, this results in considerably more European than non-Euro
pean countries in many waves of DIM-R. We cannot guarantee the same level of reliability for 
the harmonized measures among the subset of countries excluded from the analyses in this 
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Figure 7. Visualization for analysis 1 of the random effect sizes (x-axis) of the three dependent variables explained by the three/ 
two random-effect variables: survey (left column), WaveYear (middle column), and country (right column). The top row shows 
results for self-declared religiosity, the middle row for the probability of weekly prayer, and the bottom row for the probability of 
weekly service attendance.
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Figure 8. Visualization for analysis 2 of the random effect sizes (x-axis) of the three dependent variables explained by the three 
random-effect variables: survey (left column), WaveYear (middle column), and country (right column). The top row shows results 
for self-declared religiosity, the middle row the probability of weekly prayer, and the bottom row for the probability of weekly 
service attendance.

RELIGION, BRAIN & BEHAVIOR 25



paper. Nonetheless, the under-surveyed countries have been included in the full DIM-R dataset 
because there is considerable utility in preserving all participating countries for future research. 
Our harmonized measures are applied systematically across participating countries, which enables 
cross-country comparisons along a common standard and provides a foundation for expanding 
DIM-R to incorporate additional waves or other cross-sectional surveys. A common standard 
does not equate to a common meaning: even for Christian-dominated countries, weekly attendance 
may be relatively normative, but not uniformly expected of the devout. Researchers should 
acknowledge this fact and interpret results from DIM-R carefully, particularly when comparing 
results between countries that have been studied only once or twice, or when comparing regions, 
such as Europe and South America.

In addition, it is necessary to recognize the limitations common to other data harmonization 
projects (Tomescu-Dubrow & Slomczynski, 2016; Slomczynski & Tomescu-Dubrow, 2018; Norris & 
Inglehart, 2011; Fortier et al., 2010; Kołczyńska & Slomczynski, 2018; Durand et al., 2017). Some of 
these common problems are technical, relating to differences in the construction of measurement 
tools, in the coding of variables, and in the operationalization of indicators. Also, some limitations 
are methodological, resulting from different data collection procedures using non-identical research 
techniques, differences in sampling method, sample size, fieldwork, and amount of missing data. 
Finally, still other limitations are contextual, environmental, or cultural, resulting from differences 
between countries in characteristics such as the level of literacy (Tomescu-Dubrow & Slomczynski,  
2023). These limitations are to be expected as part of the trade-off associated with overriding local 
peculiarities to increase the temporal and spatial scope of possible analyses.

Researchers must also be aware that the self-declared religiosity variable from the EVS/WVS sur
veys required additional procedures to harmonize them with ISSP and ESS. We estimated self- 
declared religiosity based on similar, highly correlated variables, controlled by the available nominal 
variable defining the respondent’s subjective religiosity. Also, the absence of the “pray” question in 
five of the twelve EVS/WVS waves limits the power of the dataset for this indicator. Moreover, 
DIM-R includes no harmonization of items related to religious beliefs, which would be useful 
for understanding the precise nature of religious change, especially in secularizing environments.

Finally, researchers employing DIM-R need to keep in mind that, despite its temporal span, it is 
not a longitudinal cohort study; it is a harmonization of several cross-sectional surveys. Care must 
be taken when drawing inferences about religious change, accordingly. For example, DIM-R’s 
cohort-level indications about the dynamics of religious change are average effects and may 
mask subtleties within the population. Longitudinal cohort datasets would be needed to produce 
a fine-grained appreciation for the dynamics of religious change that takes account of the multiple 
dimensions along which it can occur.

These limitations suggest that, like all datasets, DIM-R cannot be used indiscriminately for 
analysis, without regard for its distinctive features. We caution potential users to carefully consider 
the goals of their research projects when evaluating whether DIM-R is an appropriate resource for 
their analysis.

Conclusions

DIM-R, despite its limitations, is an important new resource for tackling big questions in the scien
tific study of religion. Its construction reduces the data cleaning burden on future research, and by 
increasing the number of observations across countries, time, and cohorts, it is possible to track the 
process of change in particular dimensions of religiosity more comprehensively. In addition, DIM- 
R provides the opportunity to further explore other constructs, such as indexes based on harmo
nized variables, by applying novel analysis methods (e.g., machine learning) and incorporating 
additional variables as needed. Integrating multiple data sources presents unique challenges but 
offers many rewards. We invite other researchers to extend DIM-R so that future research can 
make use of the wealth of data that already exist.
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Appendix

Visualizing model 2’s predictions

Analysis 1: plotting model 3 predictions for dependent variables (IMP_SDR, IMP_WPR,) and 
model 2 for dependent variable (IMP_ATT) for all surveys (ESS, ISSP, EVS/WVS)
We will represent model 2 as a regression line with surrounding error. The Figure 9 shows random intercepts and 
constant slopes for the three surveys and three dependent variables (IMP_SDR, IMP_WPR, and IMP_ATT).

Figure 9. Prediction plots of the three variables for model 3 (IMP_SDR and IMP_WPR) and model 2 (IMP_ATT). This figure illus
trates the prediction plots for three key variables obtained from two distinct models. Model 3 focuses on predicting IMP_SDR and 
IMP_WPR, while Model 2 is dedicated to forecasting IMP_ATT. Each line represents the model’s prediction over a specified time 
period, and the corresponding shaded regions indicate the associated confidence intervals. The x-axis denotes the cohorts, while 
the y-axis represents the predicted values. The comparison between the predicted values and actual observations offers insights 
into the model’s accuracy and reliability in forecasting both IMP_SDR, IMP_WPR, and IMP_ATT.
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Analysis 2: plotting model 2 predictions for dependent variables (IMP_SDR, IMP_WPR, 
IMP_ATT) for all surveys (ESS, ISSP, EVS/WVS)

REML estimates for model 3 (IMP_SDR, IMP_WPR) and model 2 (IMP_ATT)

Analysis 1: REML estimation for diagnostic model for three dependent variables (IMP_SDR, 
IMP_WPR, IMP_ATT)
Table 16 summarizes the 3 dependent variables with REML estimation for the third and second models.

Figure 10. Prediction plots of the three variables for model 3. This figure illustrates the prediction plots for three key variables 
obtained from two distinct models. Model 3 focuses on predicting IMP_SDR, IMP_WPR, and IMP_ATT. Each line represents the 
model’s prediction over a specified time period, and the corresponding shaded regions indicate the associated confidence inter
vals. The x-axis denotes the cohorts, while the y-axis represents the predicted values. The comparison between the predicted 
values and actual observations offers insights into the model’s accuracy and reliability in forecasting both IMP_SDR, IMP_WPR, 
and IMP_ATT.

Table 16. Summary of 3 dependent variables with REML estimation for model three and two.

IMP_SDR Model 3 IMP_WPR Model 3 IMP_ATT Model 2

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 5.1855 *** 0.1637 9.9261 *** 0.2863 4.9568 *** 0.2366
cohort10 −0.0023 *** 0.0001 −0.0048 *** 0.0001 −0.0024 *** 0.0001
Random Effects
σ2 0.00473 0.01448 0.01021
τ00 (country) 0.00526 cc 0.01886 cc 0.01890 cc

τ00 (WaveYEar) 0.00026 WaveYear 0.00030 WaveYear

τ00 (survey) 0.00011 pm3 0.00001 pm3 0.00197 pm3

N (country) 28 cc 28 cc 28 cc

N (survey) 3 pm3 3 pm3 3 pm3

N (WaveYear) 6 WaveYear 6 WaveYear

Observations 1305 1291 1307
Marginal R2 / Conditional R2 0.22551 / 0.64633 0.27448 / 0.68779 0.09191 / 0.70163
AIC −3124.311 −1649.895 −2119.670

* p < 0.05 ** p < 0.01 *** p < 0.001.
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Table 17 shows the variance partition coefficient for the three variables IMP_SDR, IMP_WPR, and IMP_ATT 
(Figures 10, 11, 12, 13, 14, 15, and 16).

Analysis 2: REML estimation for diagnostic model for three dependent variables (IMP_SDR, 
IMP_WPR, IMP_ATT)
Table 18 summarizes the 3 dependent variables with REML estimation for the third model.

Table 19 shows the variance partition coefficient for the three variables IMP_SDR, IMP_WPR, and IMP_ATT.

Results for linear mixed models for the three dependent variables

Analysis 1: DIM-R results for IMP_SDR
For the IMP_SDR variable, we created 3 models and then compared them.
Model 1: Random effect only with variables: country and survey.
Model 2: Add fixed effect with variable cohort.
Model 3: Add random effects model with variables: country and survey and WaveYear, and add fixed effect with vari
able cohort.
The mixed model allows us to take into account the observed structure of the data. It allows us to better understand 
the sources of variation in the dependent variable. We also obtain model parameter estimates for individual groups; 
in our case these are surveys, countries, and WaveYear, which allows us to understand exactly how these groups differ 
from each other. This, in turn, allows for group-specific predictions and thus a much more accurate prediction, 
assuming there is substantial variance due to clustering. Table 20 presents three alternative approaches to multilevel 
estimation.

Table 17. Variance partition coefficient.

VPC FOR REML MODELS ESTIMATION

IMP_SDR IMP_WPR IMP_ATT

CC 0.508 0.560 0.608
WAVEYEAR 0.024 0.009 –
PM3 0.010 0.0002 0.063
RESIDUAL 0.457 0.445 0.329

Table 18. Summary of 3 dependent variables with REML estimation for model three.

IMP_SDR Model 3 IMP_WPR Model 3 IMP_ATT Model 3

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 5.4183 *** 0.1654 8.7514 *** 0.2826 5.0608 *** 0.2407
cohort10 −0.0025 *** 0.0001 −0.0042 *** 0.0001 −0.0024 *** 0.0001
Random Effects
σ2 0.00519 0.01375 0.01100
τ00 (country) 0.00902 cc 0.02837 cc 0.03204 cc

τ00 (WaveYear) 0.00105 WaveYear 0.00049 WaveYear 0.00108 WaveYear

τ00 (survey) 0.00045 pm3 0.00000 pm3 0.00199 pm3

N (country) 37 cc 37 cc 37 cc

N (survey) 2 pm3 2 pm3 2 pm3

N (WaveYear) 15 WaveYear 13 WaveYear 15 WaveYear

Observations 1668 1423 1681
Marginal R2 / Conditional R2 0.16112 / 0.72285 0.17360 / 0.73333 0.05961 / 0.77564
AIC −3807.243 −1855.060 −2567.256

* p < 0.05 ** p < 0.01 *** p < 0.001.

Table 19. Variance partition coefficient.

VPC FOR REML MODELS ESTIMATION

IMP_SDR IMP_WPR IMP_ATT

CC 0.574 0.666 0.695
WAVEYEAR 0.066 0.011 0.023
PM3 0.028 0.0000000740 0.043
RESIDUAL 0.330 0.323 0.239
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Table 20 summarizes the 3 models for the dependent variable IMP_SDR.

When comparing the AIC for each of the models presented, model 3 was found to be the best fit and the results 
are described on it. For the model the fixed effect score of the mean is 5.4180. In addition, the models were compared 
to each other using the ranova() test, where significant differences were observed, with the third model being the best 
fit (p < 0.001). We see that the random effect for countries is significant (p < 0.001), the random effect for WaveYear is 
significant (p < 0.001) and the random effect for surveys is significant (p < 0.001).

The random effects variance, σ2, represents the average variance of the random effects of the model. This variance 
reflects the “average” variance of the random effects for mixed models. For simple random coefficient models, the 
random effects variance is equal to the variance of the random coefficient. The random-effects variance estimate 
is 0.00472. The fixed effect of cohorts is −0.0023, the amount by which religiosity is lower on average when moving 
from cohort to cohort.

The random effect section contains the results of estimating the parameters of the random effect variance. Esti
mates of the variance of countries, surveys, and WaveYear are given in turn. The results tell how large the variance is 
between the levels of the clustering factors (between countries between surveys and between WaveYear), plus the 
residual variance.

VPCcc – the quotient of variance for countries is 0.00512 /(0.00472 + 0.00512 + 0.00010 + 0.00025) = 0.50245.

VPCpm3 – the quotient of variance for the surveys is 0.00010 /(0.00472 + 0.00512 + 0.00010 + 0.00025) = 0.00981. As 
shown in VPCpm3, the proportion of variance due to differences between surveys is less than 1%.

VPCWaveYear – the quotient of variance for the surveys is 0.00025/(0.00472 + 0.00512 + 0.00010 + 0.00025) = 0.02453. 
As shown in VPCpm3, the proportion of variance due to differences between surveys is only 2%.

This confirms the slight effect of surveys and WaveYear on the results for IMP_SDR in the harmonized base.

Analysis 1: DIM-R results for IMP_WPR
As for IMP_SDR, we also build three diagnostic models for IMP_WPR. The Table 21 shows three alternative 
approaches to multilevel estimation: Model 1: Random effect only with variables country and survey; Model 2: 
Add fixed effect with variable cohort; Model 3: Random effects model with country, survey, and WaveYear and 
fixed effect for cohort.

Table 20. Summary of the three models for the dependent variable IMP_SDR.

Model 1 Model 2 Model 3

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 0.6004 *** 0.0147 5.1010 *** 0.1621 5.1852 *** 0.1636
cohort10 −0.0023 *** 0.0001 −0.0023 *** 0.0001
Random Effects
σ2 0.00780 0.00485 0.00472
τ00 (country) 0.00493 cc 0.00478 cc 0.00512 cc

τ00 (survey) 0.00010 pm3 0.00011 pm3 0.00010 pm3

τ00 (WaveYear) 0.00025 WaveYear

N (country) 28 cc 28 cc 28 cc

N (survey) 3 pm3 3 pm3 3 pm3

N (WaveYear) 6 WaveYear

Observations 1305 1305 1305
Marginal R2 / Conditional R2 0.00000 / 0.39216 0.22985 / 0.61630 0.22826 / 0.64224
AIC −2516.571 −3104.628 −3124.295

* p < 0.05 ** p < 0.01 *** p < 0.001.
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Table 21 summarizes the 3 models for the dependent variable IMP_WPR.

The lowest AIC value is observed for the third model, based on which the results will be described. In model 3 the 
fixed effect score of the mean is 9.9261. The random intercept variance (τ00) for country = 0.01886, for survey =  
0.00001, and for WaveYear = 0.00030. The fixed effect of cohorts is −0.0048, which means that on average this is 
how much lower the IMP_WPR variable is in the next cohort. Here we observe twice the decrease compared to 
the IMP_SDR variable.

VPCcountry – the quotient of variance for countries is 0.01886 /(0.01448 + 0.01886 + 0.00001 + 0.00030) = 0.56048.
VPCsurvey – the quotient of variance for surveys is 0.00001 /(0.01448 + 0.01886 + 0.00001 + 0.00030) = 0.0003.
VPCwaveYear – the quotient of variance for surveys is 0.00030 /(0.01448 + 0.01886 + 0.00001 + 0.00030) = 0.00892.
As shown in VPCsurvey, the proportion of variance due to differences between surveys is only 0.03% and differ

ences between WaveYear is only 0.8%. This confirms the slight effect of surveys and WaveYear on the results in the 
harmonized base. Differences between countries explain 56% of the variance remaining after the variance explained 
by fixed effects (cohort effect).

Analysis 1: DIM-R results for IMP_ATT
Table 22 summarizes the 3 models for the dependent variable IMP_ATT.

Table 21. Summary of the three models for the dependent variable IMP_WPR.

Model 1 Model 2 Model 3

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 0.5171 *** 0.0260 9.8219 *** 0.2827 9.9261 *** 0.2863
cohort10 −0.0047 *** 0.0001 −0.0048 *** 0.0001
Random Effects
σ2 0.02730 0.01464 0.01448
τ00 (country) 0.01831 cc 0.01762 cc 0.01886 cc

τ00 (survey) 0.00000 pm3 0.00001 pm3 0.00001 pm3

τ00 (WaveYear) 0.00030 WaveYear

N (country) 28 cc 28 cc 28 cc

N (survey) 3 pm3 3 pm3 3 pm3

N (WaveYear) 6 WaveYear

Observations 1291 1291 1291
Marginal R2 / Conditional R2 0.00000 / NA 0.27854 / 0.67270 0.27448 / 0.68779
AIC −875.515 −1645.081 −1649.895

* p < 0.05 ** p < 0.01 *** p < 0.001.

Table 22. Summary of the three models for the dependent variable IMP_ATT.

Model 1 Model 2 Model 3

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 0.2820 *** 0.0350 4.9569 *** 0.2362 4.9670 *** 0.2388
cohort10 −0.0024 *** 0.0001 −0.0024 *** 0.0001
Random Effects
σ2 0.01340 0.01020 0.01017
τ00 (country) 0.01868 cc 0.01851 cc 0.01871 cc

τ00 (survey) 0.00163 pm3 0.00160 pm3 0.00165 pm3

τ00 (WaveYear) 0.00005 WaveYear

N (country) 28 cc 28 cc 28 cc

N (survey) 3 pm3 3 pm3 3 pm3

N (WaveYear) 6 WaveYear

Observations 1307 1307 1307
Marginal R2 / Conditional R2 0.00000 / 0.60261 0.09401 / 0.69507 0.09364 / 0.69855
AIC −1789.567 −2119.621 −2118.590

* p < 0.05 ** p < 0.01 *** p < 0.001.
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Model 2 for the variable IMP_ATT is the best fit. The fixed effect score of the mean is 4.9569. Random intercept var
iance (τ00) for country = 0.01851 and for survey = 0.00160. The fixed effects variance, σ2 for this model equals 
0.003145884. The evaluation of the variance of the random disturbance is 0.02011325. The fixed effect of the cohorts 
reached −0.0024.

VPCcc – the quotient of variance for countries is 0.01851/(0.010204 + 0.01851 + 0.00160) = 0.61060896.

VPCpm3 – the quotient of variance for surveys is 0.00160/(0.010204 + 0.01851 + 0.00160) = 0.052780893. As shown in 
VPCpm3, the proportion of variance due to differences between surveys is 5%. This confirms the insignificant effect of 
surveys on the results in the harmonized base. Differences between countries explain with this variable 61% of the 
variance remaining after the variance explained by fixed effects (cohort effect).

Analysis 2: DIM-R results for IMP_SDR
Table 23 summarizes the 3 models for the dependent variable IMP_SDR in the second analysis.

Analysis 2: DIM-R results for IMP_WPR
Table 24 summarizes the 3 models for the dependent variable IMP_WPR in the second analysis.

Table 23. Summary of the three models for the dependent variable IMP_SDR

Model 1 Model 2 Model 3

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 0.6228 *** 0.0196 4.9797 *** 0.1631 5.4180 *** 0.1651
cohort10 −0.0022 *** 0.0001 −0.0025 *** 0.0001
Random Effects
σ2 0.00819 0.00567 0.00519
τ00 (country) 0.00898 cc 0.00901 cc 0.00890 cc

τ00 (survey) 0.00027 pm3 0.00027 pm3 0.00033 pm30
τ00 (WaveYear) .00104 WaveYear

N (country) 37 cc 37 cc 37 cc

N (survey) 2 pm3 2 pm3 2 pm3

N (WaveYear) 15 WaveYear

Observations 1668 1668 1668
Marginal R2 / Conditional R2 0.00000 / 0.53018 0.14277 / 0.67473 0.16341 / 0.71904
AIC −3118.449 −3698.618 −3807.189

* p < 0.05 ** p < 0.01 *** p < 0.001.

Table 24. Summary of the three models for the dependent variable IMP_WPR.

Model 1 Model 2 Model 3

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 0.5764 *** 0.0279 8.3621 *** 0.2754 8.7506 *** 0.2825
cohort10 −0.0040 *** 0.0001 −0.0042 *** 0.0001
Random Effects
σ2 0.02227 0.01408 0.01374
τ00 (country) 0.02812 cc 0.02748 cc 0.02764 cc

τ00 (survey) 0.00000 pm3 0.00004 pm3 0.00000 pm3

τ00 (WaveYear) 0.00048 WaveYear

N (country) 37 cc 37 cc 37 cc

N (survey) 2 pm3 2 pm3 2 pm3

N (WaveYear) 13 WaveYear

Observations 1423 1423 1423
Marginal R2 / Conditional R2 0.00000 / NA 0.16324 / 0.71683 0.17613 / 0.72958
AIC −1218.937 −1836.668 −1855.049

* p < 0.05 ** p < 0.01 *** p < 0.001.
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Analysis 2: DIM-R results for IMP_ATT
Table 25 summarizes the 3 models for the dependent variable IMP_ATT in the second analysis.

Table 25. Summary of the three models for the dependent variable IMP_ATT.

Model 1 Model 2 Model 3

Predictors Estimates SE Estimates SE Estimates SE

(Intercept) 0.3433 *** 0.0358 4.6341 *** 0.2348 4.6077 *** 0.2407
cohort10 −0.0022 *** 0.0001 −0.0022 *** 0.0001
Random Effects
σ2 0.01420 0.01175 0.01213
τ00(country) 0.03180 cc 0.03129 cc 0.06571 0.01944
τ00(survey) 0.00083 pm3 0.00086 pm3

τ11(country cohort interaction) 0.00000 cc.cohort10

ρ01 −1.00000 cc.1

N (country) 37 cc 37 cc 37 cc

N (survey) 2 pm3 2 pm3

Observations 1681 1681 1681
Marginal R2 / Conditional R2 0.00000 / 0.69683 0.05219 / 0.74620 0.16468 / NA
AIC −2194.617 −2487.026 −2407.967

* p < 0.05 ** p < 0.01 *** p < 0.001.
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Diagnostic charts for model 2

The diagnostic figures of model two are included below: 

Analysis 1: Diagnostic charts for the third model with the dependent variable IMP_SDR.

Figure 11. Diagnostic charts for the third model with the dependent variable IMP_SDR. The PPC chart can show the actual obser
vations compared to the data generated by the model. This allows you to assess whether the distributions of the generated data 
are consistent with the actual data. The Linearity chart shows whether the residuals are evenly distributed along the x-axis. If the 
residuals are random and show no pattern to the predicted values, this suggests that the model captures the linearity of the 
relationship between the variables well. The Homogeneity of Variance chart helps assess whether the variances of the residuals 
are equal for different levels of predicted values. The Normality of Residuals chart shows whether the residuals of the model have 
a normal distribution. The trend line should be close to a straight line. Separate Random Effects Normality charts for the country, 
survey and WaveYear categories allow you to assess whether the random effects for different levels of these variables have a 
normal distribution. The Influential Observations chart identifies observations that can significantly affect model parameter 
estimates.
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Analysis 1: Diagnostic charts for the third model with the dependent variable IMP_WPR.

Figure 12. Diagnostic charts for the third model with the dependent variable IMP_WPR. The PPC chart can show the actual 
observations compared to the data generated by the model. This allows you to assess whether the distributions of the generated 
data are consistent with the actual data. The Linearity chart shows whether the residuals are evenly distributed along the x-axis. If 
the residuals are random and show no pattern to the predicted values, this suggests that the model captures the linearity of the 
relationship between the variables well. The Homogeneity of Variance chart helps assess whether the variances of the residuals 
are equal for different levels of predicted values. The Normality of Residuals chart shows whether the residuals of the model have 
a normal distribution. The trend line should be close to a straight line. Separate Random Effects Normality charts for the country, 
survey and WaveYear categories allow you to assess whether the random effects for different levels of these variables have a 
normal distribution. The Influential Observations chart identifies observations that can significantly affect model parameter 
estimates.
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Analysis 1: Diagnostic charts for the second model with the dependent variable IMP_ATT. 

Figure 13. Diagnostic charts for the second model with the dependent variable IMP_ATT. The PPC chart can show the actual 
observations compared to the data generated by the model. This allows you to assess whether the distributions of the generated 
data are consistent with the actual data. The Linearity chart shows whether the residuals are evenly distributed along the x-axis. If 
the residuals are random and show no pattern to the predicted values, this suggests that the model captures the linearity of the 
relationship between the variables well. The Homogeneity of Variance chart helps assess whether the variances of the residuals 
are equal for different levels of predicted values. The Normality of Residuals chart shows whether the residuals of the model have 
a normal distribution. The trend line should be close to a straight line. Separate Random Effects Normality charts for the country, 
survey and WaveYear categories allow you to assess whether the random effects for different levels of these variables have a 
normal distribution. The Influential Observations chart identifies observations that can significantly affect model parameter 
estimates.
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Analysis 2: Diagnostic charts for the second model with the dependent variable IMP_SDR.

Figure 14. Diagnostic charts for the third model with the dependent variable IMP_SDR. The PPC chart can show the actual obser
vations compared to the data generated by the model. This allows you to assess whether the distributions of the generated data 
are consistent with the actual data. The Linearity chart shows whether the residuals are evenly distributed along the x-axis. If the 
residuals are random and show no pattern to the predicted values, this suggests that the model captures the linearity of the relation
ship between the variables well. The Homogeneity of Variance chart helps assess whether the variances of the residuals are equal for 
different levels of predicted values. The Normality of Residuals chart shows whether the residuals of the model have a normal distri
bution. The trend line should be close to a straight line. Separate Random Effects Normality charts for the country, survey and WaveYear 
categories allow you to assess whether the random effects for different levels of these variables have a normal distribution. The Influ
ential Observations chart identifies observations that can significantly affect model parameter estimates.
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Analysis 2: Diagnostic charts for the second model with the dependent variable IMP_WPR.

Figure 15. Diagnostic charts for the third model with the dependent variable IMP_WPR. The PPC chart can show the actual 
observations compared to the data generated by the model. This allows you to assess whether the distributions of the generated 
data are consistent with the actual data. The Linearity chart shows whether the residuals are evenly distributed along the x-axis. If 
the residuals are random and show no pattern to the predicted values, this suggests that the model captures the linearity of the 
relationship between the variables well. The Homogeneity of Variance chart helps assess whether the variances of the residuals 
are equal for different levels of predicted values. The Normality of Residuals chart shows whether the residuals of the model have 
a normal distribution. The trend line should be close to a straight line. Separate Random Effects Normality charts for the country, 
survey and WaveYear categories allow you to assess whether the random effects for different levels of these variables have a 
normal distribution. The Influential Observations chart identifies observations that can significantly affect model parameter 
estimates.
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Analysis 2: Diagnostic charts for the second model with the dependent variable IMP_ATT.

Figure 16. Diagnostic charts for the third model with the dependent variable IMP. The PPC chart can show the actual obser
vations compared to the data generated by the model. This allows you to assess whether the distributions of the generated 
data are consistent with the actual data. The Linearity chart shows whether the residuals are evenly distributed along the x- 
axis. If the residuals are random and show no pattern to the predicted values, this suggests that the model captures the linearity 
of the relationship between the variables well. The Homogeneity of Variance chart helps assess whether the variances of the 
residuals are equal for different levels of predicted values. The Normality of Residuals chart shows whether the residuals of 
the model have a normal distribution. The trend line should be close to a straight line. Separate Random Effects Normality charts 
for the country, survey and WaveYear categories allow you to assess whether the random effects for different levels of these 
variables have a normal distribution. The Influential Observations chart identifies observations that can significantly affect 
model parameter estimates.
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